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Few-shot object classification 
in clutter scenes

• Few-Shot Learning is a sub-area of machine learning. It’s about 
classifying new data when you have only a few training samples with 
supervised information (neptune.ai).

• Formulated as an N-way-K-shot problem (Episodes)

• N := number of classes

• K := number of samples per class

• In a fixed setup, this remains same for all classes

• In a variable setup, this varies across classes

https://neptune.ai/blog/understanding-few-shot-learning-in-computer-vision


Few-shot object classification 
in clutter scenes

Image: https://bair.berkeley.edu/blog/2017/07/18/learning-to-learn

Remember “training data” and “test set” as “Support” and “Query” set respectively
Here, it’s a 5-way-1-shot setup (fixed episode variant)

https://bair.berkeley.edu/blog/2017/07/18/learning-to-learn/


Few-shot object classification 
in clutter scenes

Image: https://www.kaggle.com/getting-started/169984

We will be dealing with classification only. i.e. Given an image containing a single 
object, classify it.

https://www.kaggle.com/getting-started/169984


Few-shot object classification 
in clutter scenes

Image-courtesy: Dr. Yu Xiang

Here, the test scene is an example of clutter scene containing various objects.



Motivation
● The benchmarks for few-shot learning 
● Omniglot: 50 alphabets, 1,623 classes, 20 images per class (105 x 105 resolution)

○ Mini-ImageNet: 100 classes, 600 images per class (84 x 84)
● The performance almost saturates on these datasets
● In robotics, we would like to employ few-shot learning techniques for object 

recognition. There is no good dataset for few-shot object learning in robotic 
manipulation settings.

● Also, getting labelled real data is non-trivial as it requires lot of resources.
○ Question is can we learn from simulated examples and perform well on real 

world data points? Yeah, that’s right => Sim2Real
● Thus, we developed a multi-view dataset. 

○ ”TESLA” for mulTi-view RGB dataset for fEw-Shot LeArning
● This will be used for few shot object classification in clutter scenes.



TESLA Dataset

●



● Training Data [Created using PyBullet]
○ Simulated objects

■ 330 3D models of Objects, cropped using object mask
■ Google Dataset (discussed in one of the previous lectures)

○ Support set contains 9 views of each object (clean)
○ Query set is formed by cropping the required object from simulated clutter 

scene using object mask.  

TESLA Dataset creation

Google 3D Objects (330)

Simulated single object and clutter scenes

Cropped query examples =>

Observation: Query set may have occlusions. 
Support set is void of it.

Cropped support examples



● Test data
○ 336 objects from the real world forms the support set

■ 9 views per class/object (clean), cropped using object mask
○ OCID – Object Clutter Indoor Dataset

■ Cropping objects from the real clutter scenes using object mask 
forms the query set

TESLA Dataset creation

OCID Dataset: 
https://www.acin.tuwien.ac.at/en/vision-for-robotics/software-tools/object-clutter-indoor-dataset/

Cropped Query Samples

Observation: Query set may have occlusions. 
Support set is void of it.

Cropped Support Samples

https://www.acin.tuwien.ac.at/en/vision-for-robotics/software-tools/object-clutter-indoor-dataset/


TESLA Dataset creation (Test Data: Support)

Source: Dr. Yu Xiang

https://docs.google.com/file/d/1LV8zD_4Xy2M4rCK6SQNNJrHkdyJpn3OP/preview


TESLA Dataset creation (Test Data: Support)

Source: Dr. Yu Xiang

https://docs.google.com/file/d/1Bq5jCW35o4d1PGkpxrtwxpaG4DAH_Crs/preview


TESLA Dataset on Meta-Dataset Benchmark

● Meta-Dataset is a benchmark with
○ Various datasets
○ Various models for Few-Shot and Meta-Learning
○ The newer version also includes transfer learning artifacts as well
○ Code: https://github.com/google-research/meta-dataset

● TESLA plugged into Meta-Dataset Benchmark (Our experiments)
○ Run on

■ Prototypical Networks
■ Matching Networks
■ MAML
■ Proto-MAML
■ CrossTransformers
■ CrossTransformers + SimCLR

https://github.com/google-research/meta-dataset


Results 
(95% Confidence Interval for Accuracy metric 

using 600 episodes)



Sample output for CrossTransformer(SimCLR) case

Support/Query: Tennis ball, wrongly predicted as lemon which is 
reasonable as both have similar visual features

Support/Query: Mustard 
bottle. All but one prediction is 
wrong which is reasonable as 
well because cracker box is 
present behind the mustard 
bottle

NOTE: Images without/with border 
are support/query images 
respectively. Green/Red border 
indicates that prediction is 
correct/wrong.



Questions?


