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Image Classification

• ImageNet dataset
• Training: 1.2 million images

• Testing and validation: 150,000 images

• 1000 categories
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https://image-net.org/challenges/LSVRC/2012/index.php

https://image-net.org/challenges/LSVRC/2012/index.php


Understand Images with Natural Languages

• Image captioning

• Object grounding

• Visual question answering

• Representation learning with images and languages
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Image Captioning

• Automatically generate texture descriptions of images
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https://www.tensorflow.org/tutorials/text/image_captioning

https://www.tensorflow.org/tutorials/text/image_captioning


A Traditional Method for Image Captioning
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Baby Talk: Understanding and Generating Image Descriptions. Kulkarni et al., CVPR, 2011

Using templates



Image Captioning with RNNs
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Deep Visual-Semantic Alignments for Generating Image Descriptions. Karpathy & Fei-fei, CVPR, 2015

• Image embedding

• Hidden state at time t

Parameters

• Word embedding

• Output



Image Captioning with RNNs
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Deep Visual-Semantic Alignments for Generating Image Descriptions. Karpathy & Fei-fei, CVPR, 2015



Image Captioning with Attentions
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Show, Attend and Tell: Neural Image Caption Generation with Visual Attention. Xu et al., PMLR, 2015.



Image Captioning with Attentions
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Show, Attend and Tell: Neural Image Caption Generation with Visual Attention. Xu et al., PMLR, 2015.

Image features for different locations

LSTM for caption generation

Word embedding

Context vector

Attention



Image Captioning with Attentions
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Show, Attend and Tell: Neural Image Caption Generation with Visual Attention. Xu et al., PMLR, 2015.

BLEU (BiLingual Evaluation Understudy) METEOR (Metric for Evaluation of Translation with Explicit ORdering)

https://en.wikipedia.org/wiki/BLEU


Image Captioning with Object Detection
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Bottom-Up and Top-Down Attention for Image Captioning and Visual Question Answering. Anderson et al., CVPR, 2018

Grid-based attention Object detection-based 
attention

Object detection features

RoI pooling from Faster R-CNN

LSTM-based model

Attention



Object Grounding
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Flickr30k Entities: Collecting Region-to-Phrase Correspondences for Richer Image-to-Sentence Models. Plummer et al., ICCV, 2015.



Object Grounding
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MDETR - Modulated Detection for End-to-End Multi-Modal Understanding. Kamath et al., 2021



Object Grounding
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MDETR - Modulated Detection for End-to-End Multi-Modal Understanding. Kamath et al., 2021

• Soft token prediction
• For each detected bounding, predict a probability distribution over the tokens 

in the input phase
maximum number of tokens: 256



Object Grounding
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MDETR - Modulated Detection for End-to-End Multi-Modal Understanding. Kamath et al., 2021



Visual Question Answering
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VQA: Visual Question Answering. Agrawal et al., ICCV, 2015

• Input
• An image
• A free-form, open-

ended, natural language 
question

• Output
• Case 1: open-ended 

answer
• Case 2: multiple-choice 

task



Visual Question Answering
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VQA: Visual Question Answering. Agrawal et al., ICCV, 2015

Top K most frequent answers 



Visual Question Answering
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MDETR - Modulated Detection for End-to-End Multi-Modal Understanding. Kamath et al., 2021



Representation Learning

• Can we learn feature representations of images and text that can be 
useful for various vision-language tasks? (pre-training)
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Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. Li et al., ECCV, 2020



Oscar: Object-Semantics Aligned Pre-training 
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Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. Li et al., ECCV, 2020

Classify “polluted” triplets with wrong tags



Oscar: Object-Semantics Aligned Pre-training 
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Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. Li et al., ECCV, 2020

• Fine-tuning for image captioning
Probability of the next word



Oscar: Object-Semantics Aligned Pre-training 
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Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. Li et al., ECCV, 2020

• Fine-tuning for question answering

Replace with a Question

Classifier to answers (e.g., 3,129 answer set)



CLIP: Contrastive Language-Image Pre-Training

• Contrastive pre-training
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Learning Transferable Visual Models From Natural Language Supervision. Radford, et al., 2021

• 400 million (image, text) pairs from Internet



CLIP: Contrastive Language-Image Pre-Training

• Contrastive pre-training
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Learning Transferable Visual Models From Natural Language Supervision. Radford, et al., 2021

Softmax for multi-
class classification

Multi-class N-pair Loss



CLIP: Contrastive Language-Image Pre-Training

• Zero-shot classification (no training on target datasets)
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Learning Transferable Visual Models From Natural Language Supervision. Radford, et al., 2021

CLIP Linear Probe: logistic regression performed 
on CLIP encoded image features



Summary

• Vision + language tasks
• Image captioning

• Object/phase grounding

• Visual question answering

• Image-text retrieval

• Representation learning (Pre-training)
• Learning image-text representations from large numbers (image, text) pairs

• Fine-turning for downstream tasks

4/20/2022 Yu Xiang 26



Further Reading

• Baby Talk: Understanding and Generating Image Descriptions, 2011 
http://www.tamaraberg.com/papers/generation_cvpr11.pdf

• Deep Visual-Semantic Alignments for Generating Image Descriptions, 2015 
https://arxiv.org/abs/1412.2306

• Show, Attend and Tell: Neural Image Caption Generation with Visual Attention, 2015 
https://arxiv.org/abs/1502.03044

• Bottom-Up and Top-Down Attention for Image Captioning and Visual Question 
Answering, 2018 https://arxiv.org/abs/1707.07998

• MDETR - Modulated Detection for End-to-End Multi-Modal Understanding, 2021 
https://arxiv.org/abs/2104.12763

• VQA: Visual Question Answering, 2015 https://arxiv.org/abs/1505.00468

• Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks, 2020 
https://arxiv.org/abs/2004.06165

• Learning Transferable Visual Models From Natural Language Supervision, 2021 
https://arxiv.org/abs/2103.00020
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