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Good morning/afternoon everyone. My name is Yuan Li, and today I am excited to present our group project: 'Robust Vision-Language-Action Models for Robotic Grasping in Corner Case Scenarios.' This work was conducted in collaboration with Jilei Sun, Zijian He, and Joseph Min-Chen.
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"Here is our agenda. We will discuss the problem, our motivation, our proposed structure, the results, and finally, our future research directions



Problem:VLA suffers from corner cases. 

• We train a good  VLA model in familiar environments, but it faces 
a lot of failures in real environment, due to corner cases.  

• including extreme lighting, changed  background, mist environment, and 
so on.
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How to avoid failures and improve VLA performance with these corner cases? 
Lighting Changed, Background Changed, Mist due to climate.   
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Let's start with the problem. Vision-Language-Action models, or VLAs like OpenVLA, are powerful. They fine-tune Vision-Language Models with robot actions to perform tasks. However, while these models perform well in familiar training environments, they suffer significantly from corner cases in the real world. These include extreme lighting conditions, changed backgrounds, or environmental effects like mist. As shown here, a model that works perfectly in training often fails completely when these variables change.



Problem based on real experiments. 

• Well trained model (SmoVLA) cannot handle different corner cases. 
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We proved this through real-world experiments using a 'SmoVLA' model. As you can see on the screen, the original image yields a success with low error. However, when we introduce a new background or extreme lighting, the error rate spikes to over 90 or 40, leading to failure. Interestingly, the mist effect was less sensitive, but background changes caused the most significant issues.
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We proved this through real-world experiments using a 'SmoVLA' model. As you can see on the screen, the original image yields a success with low error. However, when we introduce a new background or extreme lighting, the error rate spikes to over 90 or 40, leading to failure. Interestingly, the mist effect was less sensitive, but background changes caused the most significant issues.




Motivation: An effect way to tackle corner cases

• We want to use prompt tuning to improve the performance.
• A prompt vector for one kind of corner cases.  
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So, how do we solve this? Traditional fine-tuning updates 100% of the parameters, which is heavy and inefficient. Instead, we chose Prompt Tuning. This allows us to keep the VLM frozen and only update soft prompt vectors—less than 0.01% of the parameters. Our motivation is that different prompts can guide the model to handle specific corner cases efficiently.



Challenge: a new routing structure for corner cases 

• How to use Prompt tuning  to handle different kinds of corner cases?
• First, we use DinoV2 to detect the corner cases’ labels
• Second, We design a routing structure to select prompt vector. 
• Third, we use the prompt vector to improve smoVLA. 



Solution: A new routing structure for 
handling corner cases  
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Here is our core innovation: A new Routing Structure for corner cases. Our pipeline works in three steps:
Detection: We use DinoV2 as a corner case detector to identify the scene—whether it is mist, lighting, or a background change.
Routing: Based on the label, a Prompt Router selects the specific soft prompt vector from our pool.
Enhancement: This vector is combined with the frozen VLM to generate the correct robot action. Essentially, we give the robot 'glasses' to see the specific problem, and a 'handbook' on how to handle it."




Result: We achieve huge success. 
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The results were very successful. By using our method, we achieved a 100% success rate in mist scenarios and restored the background-change success rate to 80%, with error rates dropping back to non-sensitive levels. This proves our routing structure works.



Unfortunately, the idea was published in EMNLP 2025

• In September. 
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However, during our research, we discovered that a similar idea regarding dynamic prompt routing was published in EMNLP in September 2025. While this was unfortunate, it validated that we were on the right track.



But we already find a new idea:

• Key Insight: 
• We found out: different corner case has different difficulties. 
• The changed background is the most difficult, the mist is the least difficult. 
• But the previous papers ignore this: 

• They use the same K  prompt vectors to finetune each kind of corner cases.
• We believe 1 prompt vector is enough for mist,  and 10 prompt vectors might not be 

enough for images with changed background.
• So how to use prompt pool + graphcut pooling  to tackle the problem. 
• Already talked with Qifan. 
• If you are interested, please contact us. 
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But we didn't stop there. We have already developed a new idea based on a key insight the previous papers ignored: Different corner cases have different difficulties. For example, a changed background is much harder to solve than mist. Previous methods use the same number of vectors for everything. We believe we should use Prompt Pools with Graphcut Pooling to allocate resources dynamically—using more vectors for hard tasks like background changes, and fewer for easy ones like mist. We have already discussed this with Qifan and plan to pursue this for potential publication.



Some other results (small objects/baseline)



Some other results (small objects/tuned)
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