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Motivation
• Leverage large visual-language model, such as CLIP[1], on robotic grasping

• Robustness on text prompt corruptions: prompt engineering

Examples from CLIP:

Language-conditioned tasks:

Pack all the yellow and blue 

blocks in the brown box

Pack all the blue and black 

sneaker objects in the brown box

[1] A. Radford, J. W. Kim, C. Hallacy, A. Ramesh, G. Goh, S. Agarwal,G. Sastry, A. Askell, P. Mishkin, J. Clark et al., 

“Learning transferable visual models from natural language supervision,” in International Conference on Machine Learning. 

PMLR, 2021, pp. 8748–8763
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Motivation

Text Prompt Task success scores (%)

1. 'pack all the [colors] blocks'; 90.5

2. 'pack all the [colors] blocks into the box'; 92.1

3. 'pack all the [colors] blocks into the brown box.'. 97.1

packing box pairs:

all the blue and green blocks Template 1 Template 3

Fail Success × √
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Problem Formulation (based on CLIPORT[1])

[1]M. Shridhar, L. Manuelli, and D. Fox, “Cliport: What and where

pathways for robotic manipulation,” 2021.



5

Problem Formulation
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Foundational work

An overview of the semantic and spatial streams of foundation work CLIPORT[1].

What we did for the missing color environment is in red.

[1]M. Shridhar, L. Manuelli, and D. Fox, “Cliport: What and where

pathways for robotic manipulation,” 2021.

[Frozen] attach the learnable prompts to embeddings
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Transporter for Pick-and-Place

[2] A. Zeng, P. Florence, J. Tompson et al., “Transporter networks: Rearranging the visual world for robotic

manipulation,” in Proceedings of the Conference on Robot Learning, 2021, pp. 726–747.
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Prompt Tuning

Updated version:



10

Task Details

[2] A. Zeng, P. Florence, J. Tompson et al., “Transporter networks: Rearranging the visual world for robotic

manipulation,” in Proceedings of the Conference on Robot Learning, 2021, pp. 726–747.

Other Training details:

Simulation environments (Ravens with PyBullet)

The foundation model is frozen, only the prompts

are trained
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Results
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Demo

Task: Pack all the 'objects' in the brown box

Pack all the red cups 

in the brown box
Pack all the red cups in the box

Pack all the red cups in the box

w/ Prompt Tuning

Seen Color  Unseen Color  Unseen Color w/ Prompt Tuning



Thanks Everyone!
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