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Introduction

● Current cleaning robots lack efficient, robust, and 
scalable navigation.

● Limited adaptability in dynamic environments.

● Vision-guided navigation and manipulation.
● Reinforcement learning (RL) for training navigation 

and manipulation policies.

● Develop a scalable, efficient, and adaptable 
cleaning robot.

● Test state-of-the-art RL-based methods in 
real-world scenarios.

Problem

Our Approach

Goal



Related works

Fully Autonomous Real-World Reinforcement Learning with Applications to Mobile 
Manipulation. 

Deep reinforcement learning training separate navigation and grasping policy
Reward given to navigation policy when the robot grasps an object or initiates a grasp action

[Charles Sun, Jedrzej Orbik, Coline Devin, Brian Yang, Abhishek Gupta, Glen Berseth, and Sergey Levine. 
Conference on Robot Learning, 2021]



Related works
Goal-Driven Autonomous Exploration Through Deep Reinforcement Learning

Reinis Cimurs, Il Hong Suh, Jin Han Lee

https://arxiv.org/search/cs?searchtype=author&query=Cimurs,+R
https://arxiv.org/search/cs?searchtype=author&query=Suh,+I+H
https://arxiv.org/search/cs?searchtype=author&query=Lee,+J+H


Methods
Navigation Policy:

● RL-based policy trained for dynamic environments.

● Inputs: Simulated camera images for real-time decisions.

● Pre-trained policies used for robust navigation.

Grasping Policy:

● Traditional ROS and MoveIt-based pipeline for object manipulation.

● Reliable gripper control for successful grasping tasks.

Hybrid Approach:

● Combines RL for adaptability with traditional methods for reliability.

● Ensures flexibility and performance stability in varying scenarios.





Environment
Gazebo Simulation Setup

● Platform: Gazebo integrated with ROS for realistic indoor 
scenarios.

● Features:
○ Dynamic obstacles (tables, walls, narrow pathways).
○ Randomly placed trash items of various shapes and 

colors.

Environment Components

● Camera Integration:
○ Onboard camera captures real-time images for trash 

detection and navigation.
● Gripper:

○ Simulated gripper for object manipulation and trash 
collection.

Dynamic Scenarios

● Moving obstacles and repositioned trash to test adaptability 
and robustness.



Progress
Achievements

● Successfully set up Gazebo simulation environment integrated with ROS.
● Implemented a vision-guided navigation policy with reinforcement learning.
● Developed a MoveIt-based grasping pipeline for object manipulation.

Progress

● Navigation Policy
○ RL policy demonstrates consistent performance in dynamic environments.
○ Initial success in avoiding obstacles and reaching target locations.

● MoveIt Pipeline
● Current Status:

The MoveIt-based grasping pipeline has been designed to handle predefined object grasping tasks reliably. However, the code 
is still in the early stages of development and not fully functional. Current implementation struggles with adapting to objects of 
varying sizes and positions.

● Challenges and Errors:
a. Grasp Accuracy: Difficulty in detecting the exact position of objects or inaccuracies in calculating position coordinates.
b. Error Messages: Unexpected failures in path planning or gripper control, reported by MoveIt or ROS.
c. Robot Control: The gripper fails to fine-tune its approach at the target, either missing the object or approaching at an 

incorrect angle.





Code added to previous source code -env setting

Code we added to gripper - grasp trash manipulation



Planning
Refine Navigation Policy:

● Continue to improve the RL-based navigation policy for more efficient pathfinding and robust collision avoidance in dynamic 
environments.

● Address current challenges in handling complex obstacle arrangements.

Enhance Grasping Mechanism:

● Debug and optimize the MoveIt pipeline to improve grasping success rates, focusing on varied object shapes, sizes, and positions.
● Integrate feedback from testing to fine-tune grasping parameters and improve adaptability.

Integrate System Components:

● Establish seamless interaction between the navigation policy and grasping mechanism to ensure coordinated operation.
● Address synchronization challenges between RL-based navigation and MoveIt-based manipulation.

Evaluate Performance:

● Conduct final trials in the simulation environment to measure key performance metrics, including:
1. Trash detection accuracy.
2. Grasp success rate.
3. Navigation efficiency and overall task completion time.

● Compare performance across different object types and environmental conditions to validate robustness.
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