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Introduction

Project Concept:

● Integration of Large Language Models (LLMs) with robotic actions.

● Simulated environment for robot and language model interaction.

Importance in Smart Environments:

● Enhancing robot intuitiveness and responsiveness in homes and workplaces.

● Advancing user-friendly robotics for everyday tasks.

Project Aim:

● Employing LLMs for context-aware robotic actions.

● Demonstrate practical LLM applications in household scenarios.



Background and Inspiration

Inspiration

● Title: "Do As I Can, Not As I Say: Grounding Language in Robotic Affordances"

● Key Insight: Potential of LLMs in enhancing robotic functionalities

Bridging Theoretical and Practical Realms

● Challenge: Aligning LLM's theoretical language comprehension with practical robotic tasks

● Innovation: Context-aware and LLM-driven robotic responses for real-world applications

● Extending 'SayCan' Basic Demo Concept



Core Functionality of SayCan

Semantic Knowledge Utilization

Leverages the extensive semantic understanding of LLMs.

Contextual Grounding

Ensures proposed actions are both feasible and appropriate for the context

Robot as the Interface

Acts as the 'hands and eyes' for the language model.

Iterative Task Execution

User instructs, robot interprets and acts, then awaits further instructions.

Skill Probability Scoring

Display of skill selection using combined probability scores.



Approach and Methodology



Robot - UR5e and Gripper 2F85

● The UR5e is a lightweight, adaptable collaborative industrial robot 

designed for medium-duty applications. It offers ultimate flexibility and 

seamless integration into a wide range of applications

● Technical Specifications: Payload: Up to 5 kg (11 lbs).Reach: 850 

mm.Repeatability: 0.03 mm.

● Gripper 2F85 is an adaptable gripper that can be attached to universal 

robots. Stroke: 85 mm Grip Force: 20 to 235 N (4.5 to 50 lbf) Form-fit 

Grip Payload: 5 kg (11 lbs) Friction Grip Payload: 5 kg (11 lbs) Gripper 
Weight: 0.9 kg (2 lbs) Closing Speed: 20 to 150 mm/s (0.8 to 5.9 in/s).



Technical Implementation
1. Implemented a Tabletop pybullet environment with a UR5e and 2-finger gripper, using 

forward and inverse kinematics.

2. Experimented with loading different objects from open source object collections

3. Successfully loaded household objects from the YCB Dataset.

4. Used a pre-trained ViLD model, based on OpenCV to perform object recognition.

5. Fine-tuned the pick and place primitives for gripping the non-standard objects used in our 

implementation.

6. Implemented communication with OpenAI API for LLM usage

7. Extended the block & bowl tabletop template on our objects

8. Tried different LLM models such as ‘text-ada-001’, ‘text-curie-002’, and ‘text-davinci-002’

9. Used a pre-trained CLIP model to make combined embeddings for image and text

10. Provided ‘gpt-context’ based on the required configurations for SayCan

11. Tried to execute end to end model for SayCan



Experimental Tabletop Setup



Key Challenges and Solutions

● Introducing new objects with correct orientation and collision properties.

● CLIPort to get new dataset, using new generated dataset, 0 reward error, RL is not implemented 

properly for new objects.

● Training with new objects/dataset not sufficient (we ran for 300 epochs, 3-4 objects, Required is 

around 40000 epochs, actual paper uses NVIDIA DGX )

● Open AI API usage issue (Rate limit Error)



Results - ViLD Object Detection



Results - Prompt based Direct Manipulation

http://drive.google.com/file/d/1OgUPX5d3i7qsnXtNHiVsr-Xi0u_UZBvU/view
http://drive.google.com/file/d/1rzNt7pdYl9oNC1ZGRBxAztXqCPzU0Xg1/view


Results - Prompt based Direct Manipulation

http://drive.google.com/file/d/1mDURKMQlvu0L-K63j1xde7vgIvKh1OVZ/view


CLIPort Based Demo

http://drive.google.com/file/d/1Pwah24KcbbyMhZgjXWfMyr2N4ldJHMpL/view


SayCan - LLM Scoring Example - Curie



SayCan - LLM Scoring Example - Ada



SayCan - LLM Scoring Example - davinci



Future Work and Improvements
1. Implement SayCan on new objects.

2. Train the CLIP/CLIPort models for accurate affordances

3. Look into RL based policy for learning in the environment.

4. Create an end to end working system utilising all the components (ViLD, CLIP, SayCan).



Conclusion

We extended the concepts of integrating LLMs with robotic actions in a simple tabletop environment. We 

have experimented on different object setups and different LLM configurations. The integration of the 

semantic knowledge and the real world ability of robots will be a useful tool in realizing smarter machines 

and systems both at home and in commercial applications.
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