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Reinforcement Learning
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Environment

Robot

ActionState Reward

Reinforcement Learning:
Imitation Learning: 



Policy Gradient

• Maximize expected return
• Gradient ascent

• How to compute the policy gradient?
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Policy gradient

Probability of a Trajectory



Policy Gradient

• The Log-Derivative Trick
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Policy Gradient
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Policy Gradient

• Collect a set of trajectories using the policy

• Estimate policy gradient
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Categorical policy for discrete actions

Diagonal Gaussian policy



Policy Gradient
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Agents should really only reinforce actions on the basis of their consequences.

reward-to-go



Vanilla Policy Gradient

• Key idea: push up the probabilities of actions that lead to higher 
return, and push down probabilities of actions that lead to lower 
return

• The expected finite-horizon undiscounted return of the policy
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Advantage function

Stochastic gradient ascent



Vanilla Policy Gradient
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reward-to-go

Advantage function



Trust Region Policy Optimization (TRPO)

• TRPO update

• surrogate advantage

• KL-divergence

• Approximation
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taking the largest step possible 
to improve performance

A measure of how the 
policy performs related to 
the old policy



Proximal Policy Optimization (PPO)

• PPO-clip updates

• A simpler version
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PPO methods are significantly simpler to implement, and 
empirically seem to perform at least as well as TRPO

Avoid stepping so far that we 
accidentally cause performance collapse



Proximal Policy Optimization (PPO)
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Deep Deterministic Policy Gradient (DDPG)

• DDPG currently learns a Q-function and a policy
• Uses off-policy data and the Bellman equation to learn the Q-function
• Uses the Q-function to learn the policy

• Q-learning
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Approximator Collect a set of transitions

mean-squared 
Bellman error 
(MSBE)



Deep Deterministic Policy Gradient (DDPG)

• Trick one: replay buffers
• Large enough to contain a wide range of experiences

• Trick two: target networks
• The term is called target
• The target depends on the same parameters     but with a time delay
• Target network

• Target policy network 
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Deep Deterministic Policy Gradient (DDPG)

• Q-learning in DDPG

• Policy learning in DDPG
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Deep Deterministic Policy Gradient (DDPG)
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Twin Delayed DDPG (TD3)

• Trick one: clipped double-Q learning
• TD3 learns two Q functions
• uses the smaller of the two Q-values to form the targets in the Bellman error 

loss functions

• Trick two: “delayed” policy updates
• Updates the policy (and target networks) less frequently than the Q-function

• Trick three: target policy smoothing
• Adds noise to the target action, to make it harder for the policy to exploit Q-

function errors by smoothing out Q along changes in action
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Twin Delayed DDPG (TD3)
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Soft Actor-Critic (SAC)

• An algorithm that optimizes a stochastic policy in an off-policy way
• Entropy-regularized RL
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Entropy increasing entropy results in more exploration, 
which can accelerate learning later on



Soft Actor-Critic (SAC)

• SAC learns a policy and two Q-functions
• Uses entropy regularization
• Train a stochastic policy
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Approximate expectation with samples



Soft Actor-Critic (SAC)

• Q-learning

• Policy learning
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reparameterization trick

maximize



Soft Actor-Critic (SAC)

• Policy learning
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Soft Actor-Critic (SAC)
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Summary

• Vanilla Policy Gradient
• Trust Region Policy Optimization (TRPO)
• Proximal Policy Optimization (PPO)
• Deep Deterministic Policy Gradient (DDPG)
• Twin Delayed DDPG (TD3)
• Soft Actor-Critic (SAC)
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Further Reading

• OpenAI Spinning Up in Deep RL 
https://spinningup.openai.com/en/latest/index.html
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https://spinningup.openai.com/en/latest/index.html
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