
CS 6301 Introduction to Robot Manipulation and
Navigation Homework 3

Professor Yu Xiang

October 26, 2022

In this homework, write down your solutions for problems 1, 2, 3 and finish the coding problem 4.
Upload your solutions and code to eLearning. Our TA will check your solutions and run your
scripts to verify them.

Problem 1
(2 points)

Forward Kinematics. Exercise 4.12 in Lynch and Park, Modern Robotics.

The RRPRRR spatial open chain of Figure 1 is shown in its zero position (all joints lie on the same
plane). Determine the end-effector zero position configuration 𝑀 , the screw axes 𝑖 in {0}, and the
screw axes 𝑖 in {b}. Setting 𝜃5 = 𝜋 and all other joint variables to zero, find 𝑇06 and 𝑇60.

Figure 1: An RRPRRR spatial open chain.

1



Problem 2
(2 points)

Velocity Kinematics. Exercise 5.11(a) in Lynch and Park, Modern Robotics.

The spatial 3R open chain of Figure 2 is shown in its zero position. Let 𝑝 be the coordinates of the
origin of {b} expressed in {s}. In its zero position, suppose we wish to make the end-effector move
with linear velocity �̇� = (10, 0, 0). What are the required input joint velocities ̇

𝜃1, ̇
𝜃2 and ̇

𝜃3?

Figure 2: A spatial 3R open chain.
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Problem 3
(2 points)

Inverse Kinematics. Exercise 6.4(a) in Lynch and Park, Modern Robotics.

The RRP open chain of Figure 3 is shown in its zero position. Joint axes 1 and 2 intersect at the
fixed frame origin, and the end-effector frame origin 𝑝 is located at (0, 1, 0) when the robot is in
its zero position. Suppose that 𝜃1 = 0. Solve for 𝜃2 and 𝜃3 when the end-effector frame origin 𝑝 is
at (−6, 5,

√

3).

Figure 3: An RRP open chain.
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Problem 4
(4 points)

ROS programming, forward kinematics and inverse kinematics.

In this problem, you will learn the forward kinematics and inverse kinematics in ROS. You can
directly use Ubuntu, or Docker or virtual machine to install ROS according to your own
set up. Refer to the ROS wiki page if needed http://wiki.ros.org/.

(4.1) Mounting a host folder into Docker if you use Docker. For example, the following command
will mount a folder in Windows “C:\data” as a folder “/data” in Docker:

• docker run -it -v C:\data:/data ubuntu:ros

In this way, you can save all your code in the host machine and use them in the Docker environment.

(4.2) Creating a ROS workspace. You can also reuse your workspace from the previous homework.
A ROS workspace is a place to store your own ROS packages. Following the link here to create
a ROS workspace http://wiki.ros.org/catkin/Tutorials/create_a_workspace. You should
create the ROS workspace in the mounted folder from the host machine.

(4.3) Install and launch Fetch Gazebo Simulator by following the steps in Homework 2. Use
terminator to start multiple windows.

• roslaunch fetch_gazebo simple_grasp.launch.

You shall see the Gazebo environment as in Figure 4.

Figure 4: A Fetch Gazebo Interface.

(4.4) Install MoveIt and the fetch_ros package and then launch MoveIt planning. Follow the steps:
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• Moveit is a motion planning package https://moveit.ros.org/. Install it by apt install
ros-noetic-moveit.

• Git clone the source code of the fetch_ros package to the src folder of your ROS workspace:
git clone −−branch ros1 https://github.com/fetchrobotics/fetch_ros.git

We need to use the ros1 branch for ROS noetic.

• Build your ROS workspace by catkin_make. You may need to install the following package
if you see missing package errors: ros-noetic-grid-map-costmap-2d. Use apt install. Make
sure that you successfully build the workspace without errors.

• Test your installation by running roslaunch fetch_moveit_config demo.launch according to
https://docs.fetchrobotics.com/manipulation.html. You shall see the Rviz interface as
in Figure 5. After the testing, you can kill this launch.

• Start the Moveit planning package by roslaunch fetch_moveit_config move_group.launch.
You need to see the output as in Figure 6 that indicates the planning is ready.

Figure 5: The Moveit Rviz Interface by launching roslaunch fetch_moveit_config demo.launch.

(4.5) Up to now, you shall have the Gazebo and Moveit running. In this is coding assignment, you
need to use the pose of the demo cube computed from Homework 2 to set up a planning scene
in Moveit, and use track_ik https://bitbucket.org/traclabs/trac_ik/src/master/ for inverse
kinematics.

Download the planning_scene_block.py file from eLearning. This python script first queries
the pose of the cube in the Gazebo environment as in Homework 2. Then it creates a planning
scene using Moveit https://ros-planning.github.io/moveit_tutorials/ and adds the cube
block into the planning scene. Finally, it computes inverse kinematics of the robot using track_ik.

To install track_ik, run
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Figure 6: Output by launching roslaunch fetch_moveit_config move_group.launch.

• apt-get install ros-noetic-trac-ik

Check the readme in https://bitbucket.org/traclabs/trac_ik/src/HEAD/trac_ik_python/ to
understand how to use it.

Finish the implementation of the TODOs in the python script. Then you can run the python script.
Figure 7 shows the output from the script. You need to see the compute IK solution is close to the
current joint coordinates of the robot.

(4.6) Visualize the planning scene with Rviz. Use another terminator window to start Rviz with
command: rosrun rviz rviz. We need to keep the Gazebo and Moveit running. Follow the steps:

• In Global Options, change Fixed Frame from map to base_link.

• Click the Add button to add a Robot Model.

• Click the Add button to add an Image. Change the image topic to “/head_camera/rgb/image_-
raw”.

• Click the Add button to add a PlanningScene under moveit_ros_visualization.

After these steps, you should see a Rviz window as in Figure 8.

Submission guideline: Upload your implemented planning_scene_block.py file and the screen
capture of the planning scene in (4.6) to eLearning.
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Figure 7: Output from the IK solver.

Figure 8: Rviz visualization of the planning scene.
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